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He leaned closer as well, watching.

Especially watching my son.

She had someone watching him.
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BERTSeg: BERT Based Subword Segmentation for Neural Machine Translation 

Introduction

Haiyue Song†,‡, Raj Dabre‡, Zhuoyuan Mao†, Chenhui Chu†, Sadao Kurohashi†
†Kyoto University ‡NICT 

• Subword segmentation methods1,2 rely on statistical information
• We propose:

Ø BERTSeg, a BERT-based neural method that relys on semantic 
information of the target word

Ø A regularization method for BERTSeg

Method

Results

Conclusion

languages
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wavelength
unknown
referees

Word Subwords

BERTSeg

language + s
watch + ing
stress + ful
wave + length
un + know + n
refer + ee + s

Architecture1

Train2 Inference3

Machine Translation1

Speed2

• Higher BLEU scores on low-resource to high-resource datasets 
compared with BPE1, VOLT2, DPE3, BPE-dropout4

• BERTSeg requires about 
400 seconds on large corpus 
during training, which is 
much faster than previous 
neural method DPE3

• High generalization ablity on rare or unseen words compared 
with BPE1

• Subword segmentation with regularization

Ø Global best N segmentations 
are obtained through 
Dynamic Programming 
algorithm in O(NlogN*T2)

• We proposed BERTSeg, an unsupervised neural subword 
segmenter for NMT, together with a regularization algorithm 

• MT results showed significant improvement over frequency-based 
and neural network-based methods

• The training is efficient even compared with non-neural methods

Future Work

Ø A multilingual segmenter using embeddings from BERT, mBERT, 
or character-level mBERT

Ø Remove the dependency on the BPE vocabulary

1Rico Sennrich, Barry Haddow, and Alexandra Birch. 2016. Neural Machine Translation of Rare Words with Subword Units. ACL.
2Jingjing Xu, Hao Zhou, Chun Gan, Zaixiang Zheng, and Lei Li. 2021. Vocabulary Learning via Optimal Transport for Neural Machine Translation. ACL.
3Xuanli He, Gholamreza Haffari, and Mohammad Norouzi. 2020. Dynamic Programming Encoding for Subword Segmentation in Neural Machine Translation. ACL.
4Ivan Provilkov, Dmitrii Emelianenko, and Elena Voita. 2020. BPE-Dropout: Simple and Effective Subword Regularization. ACL.
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Segmentation Examples3


