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Language Models as Knowledge Bases?
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Baselines

» Frequency (Freq)

» Relation Extracter (RE)
Sorolon and Gurevych (2017). LSTM-based encoder + attention
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Considerations
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Relation Query

P19 Francesco Bartolomeo Conti was bornin ___.
1 § |J P20 Adolphe Adam died in ____.
P279 English bulldog is a subclass of .
P37 The official language of Mauritiusis .
P413 Patrick Oboya plays in___ position.
PI138 Hamburg Airport is named after____.
P364 The original language of Mon oncle Benjaminis ____.
P54 Dani Alves plays with_____.
P106 Paul Tounguiisa____ by profession.
P527 Sodium sulfide consists of ___.
5 P102 Gordon Scholes is a member of the ____ political party.
 P530 Kenya maintains diplomatic relations with ___.
= P176 iPod Touch is produced by .
P30 Bailey Peninsula is located in ___.
P178 JDK is developed by __ .
P1412 Carl III used to communicate in .
P17 Sunshine Coast, British Columbia is located in ___.
P39 Pope Clement VII has the positionof ____.
P264 Joe Cocker is represented by music label ____ .
P276 London Jazz Festival is located in ___.
P127 Border TVisownedby .
P103 The native language of Mammootty is .
P495 The Sharon Cuneta Show was created in __.
AtLocation You are likely to find a overflow ina ___.
CapableOf Ravenscan ____.
CausesDesire Joke would make you wantto .
g Causes Sometimes virus causes ____.
B HasA Birds have .
9  HasPrerequisite  Typing requires ____.
r§ HasProperty Timeis____ .

MotivatedByGoal You would celebrate because you are .
ReceivesAction Skills can be .
UsedFor A pond is for .

Table 3: Examples of generation for BERT-large.
with the associated log probability (in square brack




Model

Model Base Model #Parameters Training Corpus Corpus Size
fairseq-fconv (Dauphin et al., 2017) ConvNet 324M WikiText-103 103M Words
Transformer-XL (large) (Dai et al., 2019) Transformer 25TM WikiText-103 103M Words
ELMo (original) (Peters et al., 2018a) BiLSTM 93.6M Google Billion Word 800M Words
ELMo 5.5B (Peters et al., 2018a) BiLSTM 93.6M Wikipedia (en) & WMT 2008-2012  5.5B Words
BERT (base) (Devlin et al., 2018a) Transformer 110M Wikipedia (en) & BookCorpus 3.3B Words
BERT (large) (Devlin et al., 2018a) Transformer 340M Wikipedia (en) & BookCorpus 3.3B Words

Table 1:

Language models considered in this study.




Fairseq-fconv ELMo 5B
Re S u l t Transformer-XL BERT-base
ELMo BERT-large
C Relati Statistics Baselines KB LM

orpus elation #Facts #Rel | Freq DrQA RE, RE,| Fs TxI Eb ESB Bb BI
birth-place 2937 1 4.6 - 35 138 44 27 55 75 149 16.1

Gooole-RE birth-date 1825 1 1.9 - 00 19 03 1.1 01 0.1 1.5 14
gle- death-place 765 1 6.8 - 01 72 30 09 03 1.3 13.1 14.0
Total 5527 3 4.4 - 12 76 26 16 20 3.0 98 105
1-1 937 2 1.78 - 0.6 100 170 36.5 10.1 13.1 68.0 74.5
T.REx N-1 20006 23 23.85 - 54 338 6.1 180 36 65 324 342
) N-M 13096 16 21.95 - 77 367 120 165 57 74 247 243
Total 34039 41 2203 - 6.1 338 89 183 47 7.1 31.1 323
ConceptNet Total 11458 16 4.8 - - - 36 57 6.1 62 156 19.2
SQuAD Total 305 - - 37.5 - - 36 39 16 43 141 174

Table 2: Mean precision at one (P@1) for a frequency baseline (Freq), DrQA., a relation extraction with naive
entity linking (RE,), oracle entity linking (RE,), fairseq-fconv (Fs), Transformer-XL large (Txl), ELMo original
(Eb), ELMo 5.5B (E5B), BERT-base (Bb) and BERT-large (BI) across the set of evaluation corpora.
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Figure 2: Mean P@k curve for T-REx varying k. Base-
10 log scale for X axis.
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Figure 3: Pearson correlation coefficient for the P@1
of the BERT-large model on T-REx and a set of met-
rics: SM and OM refer to the number of times a sub-
ject and an object are mentioned in the BERT training
corpus*respectively; LPFP is the log probability score
associated with the first prediction; SOCS is the co-
sine similarity between subject and object vectors (we
use spaCys); ST and SWP are the number of tokens in
the subject with a standard tokenization and the BERT
WordPiece tokenization respectively.
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Figure 4: Average rank distribution for 10 different
mentions of 100 random facts per relation in T-REx.
ELMo 5.5B and both variants of BERT are least sen-
sitive to the framing of the query but also are the most
likely to have seen the query sentence during training.
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Relation Query Answer Generation
P19 Francesco Bartolomeo Conti was bornin ____. Florence Rome [-1.8], Florence [-1.8], Naples [-1.9], Milan [-2.4], Bologna [-2.5]
P20 Adolphe Adam died in __. Paris Paris [-0.5], London [-3.5], Vienna [-3.6], Berlin [-3.8], Brussels [-4.0]
P279 English bulldog is a subclass of ____. dog dogs [-0.3], breeds [-2.2], dog [-2.4], cattle [-4.3], sheep [4.5]
P37 The official language of Mauritiusis . English English [-0.6]. French [-0.9], Arabic [-6.2], Tamil [-6.7], Malayalam [-7.0]
P413 Patrick Oboya plays in position. midfielder centre [-2.0], center [-2.2], midfielder [-24], forward [-24], midfield [-2.7]
PI138 Hamburg Airport is named after ____. Hamburg Hess [7.0], Hermann [-7.1], Schmidt [-7.1], Hamburg [-7.5], Ludwig [-7.5]
P364 The original language of Mon oncle Benjaminis ____.  French French [-0.2], Breton [-3.3], English [-3.8], Dutch [4.2], German [4.9]
P54 Dani Alves plays with_____. Barcelona  Santos [-24], Porto [-2.5], Sporting [-3.1], Brazil [-3.3], Portugal [-3.7]
P106 Paul Tounguiisa____ by profession. politician lawyer [-1.1], journalist [-2.4], teacher [-2.7], doctor [-3.0], physician [-3.7]
P527 Sodium sulfide consists of ___. sodium water [-1.2], sulfur [-1.7], sodium [-2.5], zinc [-2.8], salt [-2.9]

5 P102 Gordon Scholes is a member of the ____ political party. Labor Labour [-1.3], Conservative [-1.6], Green [-2.4], Liberal [-2.9], Labor [-2.9]

o P530 Kenya maintains diplomatic relations with ____. Uganda India [-3.0], Uganda [-3.2], Tanzania [-3.5], China [-3.6], Pakistan [-3.6]

= P176 iPod Touch is produced by . Apple Apple [-1.6]. Nokia [-1.7], Sony [-2.0], Samsung [-2.6], Intel [-3.1]
P30 Bailey Peninsula is located in ____. Antarctica  Antarctica [-1.4], Bermuda [-22]. Newfoundland [-2.5], Alaska [-2.7], Canada [-3.1]
P178 JDK is developed by ___ . Oracle IBM [-2.0], Intel [-2.3], Microsoft [-25], HP [-3.4], Nokia [-3.5]
Pl1412 Carl I1I used to communicate in _. Swedish German [-1.6], Latin [-1.9], French [-2.4], English [-3.0], Spanish [-3.0]
P17 Sunshine Coast, British Columbia is located in ____. Canada Canada [-1.2], Alberta [-2.8], Yukon [-2.9], Labrador [-3.4], Victoria [-3.4]
P39 Pope Clement VII has the positionof _____. pope cardinal [-24], Pope [-25], pope [-2.6], President [-3.1], Chancellor [-3.2]
P264 Joe Cocker is represented by music label ____. Capitol EMI [-2.6], BMG [-2.6], Universal [-2.8], Capitol [-3.2], Columbia [-3.3]
P276 London Jazz Festival is located in ___. London London [-0.3], Greenwich [-3.2], Chelsea [-4.0], Camden [4.6], Stratford [-4.8]
P127 Border TVisownedby . ITv Sky [-3.1],ITV [-33], Global [-34], Frontier [-4.1], Disney [4.3]
P103 The native language of Mammootty is . Malayalam Malayalam [-0.2], Tamil [-2.1], Telugu [4.8], English [-5.2], Hindi [-5.6]
P495 The Sharon Cuneta Show was created in ___. Philippines Manila [-3.2], Philippines [-3.6], February [-37], December [-3.8], Argentina [-4.0]
AtLocation You are likely to find a overflow ina ____. drain sewer [-3.1], canal [-3.2], toilet [-3.3], stream [-3.6], drain [-3.6]
CapableOf Ravenscan . fly fly [-15], fight [-1.8],kill [-22],die [3.2], hunt [-3.4]
CausesDesire Joke would make you wantto ____. laugh cry [-1.7], die [-17], laugh [-2.0], vomit [-2.6], scream [-2.6]

% Causes Sometimes virus causes ____. infection disease [-1.2], cancer [-2.0], Infection [-2.6], plague [-3.3], fever [-3.4]

s. HasA Birds have ____. feathers wings [-1.8], nests [-3.1], feathers [-3.2], died [-3.7], eggs [-39]

©  HasPrerequisite Typing requires ____. speed patience [-3.5], precision [-3.6], registration [-3.8], accuracy [-4.0], Speed [-4.1]

5 HasProperty Timeis ___ . finite short [-1.7], passing [-1.8], precious [-2.9], irrelevant [-3.2], gone [-4.0]
MotivatedByGoal ~You would celebrate because youare . alive happy [-24], human [-3.3], allve [-33].young [-3.6], free [-3.9]
ReceivesAction Skillscanbe . taught acquired [-2.5], useful [-2.5], learned [-2.8], combined [-3.9], varied [-3.9]
UsedFor Apondisfor___ . fish swimming [-1.3], fishing [-1.4], bathing [-2.0], fish [-2.8], recreation [-3.1]

Table 3: Examples of generation for BERT-large. The last column reports the top five tokens generated together
with the associated log probability (in square brackets).
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System Fq System AIDA-A  AIDA-B
WN-first sense baseline 65.2 Daiber et al. (2013) 49.9 52.0
ELMo 69.2 Hoffart et al. (2011) 68.8 71.9
BERTgasE 73.1 Kolitsas et al. (2018) 86.6 82.6
BERTLARGE 73.9 KnowBert-Wiki 80.2 744
KnowBert-WordNet 74.9 KnowBert-W+W 82.1 73.7
KnowBert-W+W 75.1

Table 2: Fine-grained WSD F;.

Table 3: End-to-end entity linking strong match, micro
averaged F;.

\

System LM P R Fy

Zhang et al. (2018) — 69.9 63.3 66.4
Altet al. (2019) GPT 70.1 65.0 67.4
Shi and Lin (2019)  BERTgasz 733 63.1 67.8
Zhangetal. (2019) BERTzmsz 70.0 66.1 68.0
Soaresetal. (2019) BERT ppce — — 70.1
Soares et al. (2019) BERT agczt — — 715
KnowBert-W+W BERTzase 716 714 715

Table 4: Single model test set results on the TACRED
relationship extraction dataset. { with MTB pretrain-
ing.

System LM Fq

Wang et al. (2016) — 88.0
Wang et al. (2019b) BERTzasg  89.0
Soareset al. (2019) BERTiarce 89.2
Soares et al. (2019) BERTiarcet 89.5
KnowBert-W+W BERTgasr  89.1

Table 5: Test set F; for SemEval 2010 Task 8 relation-
ship extraction. { with MTB pretraining.




