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Neural Machine Translation
(encoder-decoder Model and attention mechanism)

(as shown in Figure ... )
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Neural Machine Translation VS
Statistic Machine Translation

Neural Machine Statistic Machine
Translation (NMT) | Translation (SMT)

fluency high low

vocabulary small large




Neural Machine Translation VS
Statistic Machine Translation

| Neural Machine Statistic Machine
/Luong et al. Addressing the Rare\tion (N MT) Translation (SMT)

1 Word Problem in Neural Machine
Translation. In Proc. ACL, 2015
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NMT with a Large Vocabulary
of Technical Terms

Step 1. training NMT model with technical
term tokens

Step 2. applying NMT model with technical
term tokens

Approach 1. NMT decoding and SMT technical
term translation

Approach 2. NMT rescoring of 1,000-best SMT
translations (not as fluent as Approach 1)
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NMT with a Large Vocabulary
of Technical Terms

< Step 1. training NMT model with technical
term tokens



NMT training after replacing Technical
Terms with Tokens
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NMT training after replacing Technical
Terms with Tokens
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NMT training after replacing Technical
Terms with Tokens
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Chinese sentence:
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/IR /45 /iR 5 /HE0/388/.

aligned patent sentence pairs
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Japanese sentence with
technical term tokens
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1T, /312/%8 /55 /1R




NMT with a Large Vocabulary
of Technical Terms
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< Step 2. applying NMT model with technical
term tokens

< Approach 1. NMT decoding and SMT technical
term translation
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NMT Decoding and SMT technical Term Translation
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Training and Test Sets

« 2.8M parallel sentences extracted from Japanese-

Chinese patent families
« Randomly selected 1,000 sentence pairs as the test set

/pairl:

pair 2:

pair n:

\_

J: - ABESSVARERRAHEE - \
C: - - B KA KBk 1A= E - -

(closing appliance of Refrigerator's door)
J - EZEMEMEVEOHRETE -
C: - EZEEAMB REFIEFTIE -,

(vacuum thermal insulation)

J. BT EIRTTHILNERRZED D,
C: ---IRERTHEIEIIN —EE R/RELIRZR- -,

(Cartesian coordinate system)
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Experiments Settings

<»Baseline SMT (PBMT)

< phrase-based SMT model trained with the same
training set using Moses.

< Baseline NMT

< uni-direction model with attention mechanism

< 3 layer deep LSTMs with 512 cells in each layer and a
512-dimensional word embedding.

< limit both the Japanese vocabulary and the Chinese
vocabulary to 40,000 most frequently used word

<+ more training details.
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Experiments Settings

< NMT with PosUnk model [Luong+ 2015]

<+ same training parameters with the baseline NMT
< training NMT model with PosUnk model

< NMT with technical term tokens

<+ same training parameters with the baseline NMT

< training NMT model after replacing technical terms
with tokens.
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Evaluation Results
(automatic evaluation - BLEU)

e BLEU score
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Baseline _ NMT with NMT with
SMT Baseline PosUnk model  technical term

(PBMT) NMT [Luong+ 2015] tokens 16



Evaluation Results
(automatic evaluation - RIBES)

« RIBES score
: 90.4 N———
. 90.0
\
_
| 885
Baseline Aceling ~ NMTwith  NMT with

SMT NMT PosUnk model technical term

(PBMT) [Luong+ 2015] tokens 1/



Evaluation Results
(human evaluation — pairwise evaluation)

« Pairwise Evaluation (scores range from -100 to 100)
) 36.5

.

5.0
. NMT with
Baseline technical term
NMT 18

tokens



Evaluation Results

(human evaluation — JPO adequacy evaluation)

« JPO adequacy evaluation (scores range frI n 1 to 5)

2 3.8
3.5
Baseline Baseline NMT with
SMT NMT technical term 19
(PBMT) tokens



Example of correct translations produced
by NMT decoding NMT decoding

by the PROPOSED NMT

Japanese sentence s  BEhiFRRERNES |
RIz . B L IEAhfk % NS RN EEHIANRE T
FURRELEZ.MAYED (RANSLATION: (f:_lorrect!

B ~ ubsequently, arter the oxiae Tilm was
‘E""?I—I \0) i” ﬁﬁﬁb\ bﬁ§ removgd by \)//vashing with hf, and oxygen
?47.'_\/7&71]\ L/T: o ions were injected from the peeled surface

of the laminated wafer.)

(Next, after removing an oxide film by
hf washing, we inject oxygen ions from NMT decoding
the peeled surface of the laminated @ by the BASELINE NMT

wafer.)
WERRERMIRS |
FEmEAES.

B, B
MIESE

: |

The Chinese word o Incorrect!
B L , hen, after the oxide film was removed by
i) (Wafer) is out of hf cleaning, oxygen was injected from the
the vocabulary peeled surface of the laminated UNK.)
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Example of correct translations produced
by NMT decoding NMT decoding
by the PROPOSED NMT
Japanese sentence

RIZ., BALIREZhfRi%(Z
FYUBREL-Z.YED
Bz —/\OFIEEEH S
=244 UEFEALI=

(Next, after removing an oxide film by
hf washing, we iRject oxygen ions from

the peeled surfacd of the laminated
wafer.)

Subsequently, after the oxide film was
removed by washing with hf, and oxygen
ions were injected from the peeled surface

of the laminated wafer.)

NMT decoding
by the BASELINE NMT

&g  BUhEAREENEE

Japanese technical term S i yudydn
uﬂEUﬁp,b_u_rbl_/\u(lamlnated }Awﬂgiu%ﬁ;ij\ﬂ/:\m
(TRANSLATION: Incorrect!

wafer) is translated as Chinese L
Then, after the oxide film was removed by

technical term “IES&E /" by SMT |y cleaning, oxygen was injected from the
peeled surface of the bonded UNK.)
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NMT with a Large Vocabulary
of Technical Terms

Step 1. training NMT model with technical
term tokens

Step 2. applying NMT model with technical
term tok

pproach 1. NMT decoding and SMT techn
term translation

Approach 2. NMT rescoring of 1,000-best SMT
nslations (not as fluent as Approach 1)
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Evaluation Results (2)
(automatic evaluation)

« BLEU score ‘ R”ﬂ
) 90.8
o, (me) (28

and SMT technical SMT 1,000-best and SMT technical SMT 1,000-best
term translation translation term translation translation

] Slightly - much higher
- higher

\ _ : 9.3

I | I |
NMT decoding NMT rescoring of NMT decoding  NMT rescoring of



Evaluation Results (2)
(human evaluation)

» Pairwise Evaluation « JPO adequacy evaluation
(scores range from -100 to 100) (scores range from 1 to 5)

o 36.5 _ @
- higher | .
\ igher
‘ i -
o _
\ 31.0 4.1
B ]
\ ]
\
NMT decoding NMT rescoring of NMT decoding NMT rescoring of
and SMT technical SMT 1,000-best and SMT technical SMT 1,000-best

term translation translation term translation translation



Conclusion and Future Work

ﬁ ranslating patent sentences with a large vocabularym
technical terms by training an NMT system on a

bilingual corpus, wherein technical terms are replaced
with tokens

< Evaluation experiments on Japanese-Chinese patent
sentences proved the effectiveness of the proposed
method

< Future Work:
< Evaluate the proposed method with a bidirection NMT system

(Bahdanau et al. 2015)
< Rescore 1,000-best NMT translations by using SMT system

o)




Thank you for your attention!
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